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Abstract: This article explores the ethical considerations, prompt management strategies, and linguistic 

challenges in eliciting responses from large language models, specifically ChatGPT 3.5 and GPT-4.0, on 

controversial topics. Using the case study of sex robots influencers, the research investigates how these 

models deal with sensitive and explicit content while adhering to OpenAI’s ethical guidelines. A series of 

tailored prompts were employed to evaluate and compare the models’ performance, including their ability 

to provide accurate answers, their adherence to ethical standards, and their linguistic adaptability. 

The findings reveal significant differences between ChatGPT 3.5 and GPT-4.0 in their willingness to engage 

with controversial topics and the quality of their responses. ChatGPT 3.5 demonstrated a more cautious 

approach, frequently avoiding direct engagement with sensitive content, while GPT-4.0 exhibited a more 

nuanced understanding but occasionally provided less accurate information. Both models emphasized 

ethical considerations, redirecting users towards broader discussions on societal and ethical implications. 

This study highlights the essential role of prompt management and linguistic adjustments in influencing AI 

model behavior and demonstrates the limitations and ethical challenges associated with generative AI in 

addressing controversial subjects. The article concludes with recommendations for future research and the 

ethical use of AI in complex, sensitive discussions. 
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1. Introduction 

Large language models (LLMs) like PALM, LLaMA, GPT-3.5 and GPT-4 have attracted significant attention 

from journalists, policymakers, and scholars in various fields. These models have advanced from generating 

simple text to solving complex natural language processing (NLP) problems such as question answering, 

translation, co-reference resolution, common sense reasoning, and classification. They can even tackle non-

NLP tasks like math problem solving, code writing, and fact probing (Brown et al. 2020; Khatun and Brown 

2023).  

Despite their impressive capabilities, it is essential to assess the reliability of LLM responses across 

different topics and the impact of prompt texts on their outputs. Previous studies have identified issues like 

errors in generated text and the tendency of GPT-3 to exhibit unwarranted confidence even when providing 

incorrect answers. Concerns have also arisen regarding the generation of hate speech and conspiracy 
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theories, particularly with fine-tuned models. To address these concerns, OpenAI uses Reinforcement 

Learning with Human Feedback (RLHF) to guide LLMs in generating more neutral, unbiased, and policy-

compliant responses. However, there remains a need for systematic analysis concerning the factual 

limitations of these models (Khatun and Brown 2023).  

The deployment of generative AI like GPT raises crucial ethical considerations, including ensuring 

transparency in decision-making, mitigating biases in generated content, and addressing data privacy 

concerns. As these systems increasingly influence various domains, the need for responsible design and 

usage becomes essential to align technological advancements with societal values and ethical standards as 

in the case of other AI-powered appliances or robots (Skubis 2024).  

ChatGPT evokes many controversies in terms of its usage in many domains of science und human’s life. 

There is a constant battle between its supporters and opponents. The emergence and development of 

generative AI (various forms of abbrevations: Gen-AI/ GenAI or Gen AI) becomes a turning point in various 

scientific disciplines and its influence is starting to be explored. Gen-AI systems have been developed to 

generate a wide array of outputs, including texts, images, videos, or codes (Sánchez-Ruiz et al. 2023). These 

systems rely on a repository of data for training. While there are other Gen-AI systems available, such as 

Rytr, Jasper, CopyAI, Writesonic, Kafkai, Copysmith, and Article Forge, the remarkable success of the 

ChatGPT models, GPT-3.5 and GPT-4, represents a significant advancement in AI technology. Nevertheless, 

this progress has also sparked concerns regarding their potential impact on academic integrity.  

Currently, society is experiencing a significant change in views on sexuality, known as the sexual revolution, 

largely influenced by advancements in technology and artificial intelligence. This has led to the creation of 

highly advanced machines, including intelligent sex robots, that closely mimic human appearance and 

behavior. As technology continues to advance, more sophisticated systems are being introduced to the 

market, e.g. sex robots which can mimic a human this is why they are in the group of humanoid robots.  

Sex robots are considered a subtype of social robots, and various terms are used to describe them based on 

their features and purpose. The term “sex robots” is commonly used to refer to robots specifically designed 

for sexual interaction. Some are described as “AI-powered sex dolls” highlighting their integration of 

artificial intelligence to enable interaction or simulated responses. Others are referred to as “hyper-realistic 

erotic dolls”, emphasizing their highly realistic appearance and tactile features designed to closely mimic 

human characteristics for erotic purposes. The broader term “sex dolls” is also used, encompassing both 

robotic and non-robotic figures created for sexual use (Skubis 2024a; Skubis 2024b).  

A sex robot influencer refers to a conceptual or emerging category where sex robots are designed not only 

for intimate interaction but also for engaging with broader audiences, particularly on social media 

platforms. These robots, often equipped with advanced artificial intelligence, hyper-realistic appearances, 

and programmed personalities, act as influencers by sharing content, promoting products, or interacting 

with followers online. Some of the sex robots have accounts on social media. As for now, they are mostly 

used to promote their companies and increase sales. However, a sex robot influencer could be programmed 

to promote safe sex and sexual health by sharing educational content, advocating for the use of protection, 

encouraging open conversations about consent, and raising awareness about the importance of sexual well-

being in a relatable and engaging manner. 

The AI4People ethical framework emphasizes the need for AI systems, which can also refer to GPT models 

and sex robots, to align with principles such as beneficence, non-maleficence, autonomy, justice, and 

explicability to ensure their development and deployment promote societal well-being and respect human 

dignity (Floridi et al. 2018). As indicated by Kriebitz et al. (2024) applied AI ethics focuses on the practical 

implementation of ethical principles, ensuring that technologies like GPT models and sex robots are 

designed and used responsibly, addressing real-world issues such as privacy, consent, accountability, and 

societal impact. 

It is crucial to address the ethical implications associated with these systems and devise appropriate 

measures to ensure their responsible use in academic settings, however, in this article, we want to check 
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what is ethical to ChatGPT itself and how it reacts to controversial topics, in the case of this article to the 

topic of sex robots and sex robot influencers.  

Various prompts were designed and used to examine how both language models, ChatGPT 3.5 and ChatGPT 

4.0, react differently to the same questions. The study includes an exploration of linguistic adjustments and 

prompt management techniques applied to influence the models’ responses, particularly in addressing 

ethical considerations and eliciting more aligned answers to the desired outcomes. The findings illustrate 

how prompt variations and phrasing can impact the models’ ethical stance and the nature of their 

responses. 

2. Chatbots and Human-Computer Interaction (HCI) 

The concept of dialogue systems, also known as conversational agents (CAs), chatbots, or virtual assistants, 

finds its roots in the Turing Test introduced by Alan Turing in 1950. Turing’s test aimed to evaluate if a 

computer could emulate human behaviour to the extent that it could not be distinguished from a real 

human (Turing, 1950). This foundational idea led to the development of the first chatbot, ELIZA, by 

Weizenbaum in 1966. ELIZA was a landmark in dialogue systems, though it had limitations in its 

conversational abilities (Weizenbaum, 1966).  

Initially, chatbots served as novelties, relying on simple keyword matching techniques for interaction. 

However, technological advancements have revolutionized chatbot architectures. Modern chatbots 

incorporate data mining, machine learning, and linguistic tools, making them far more practical and leading 

to their widespread adoption in commercial applications (Shawar and Atwell, 2007). 

Dialogue systems today, including personal assistants and voice control interfaces, support human-like 

interaction across different modalities such as speech, text, gestures, and graphics (Jurafsky, 2018). They 

assist users in a variety of tasks, including asking questions, conducting transactions, and seeking 

recommendations. Despite their evolution, these systems still face challenges, including difficulty in 

understanding complex queries, remembering past interactions, and generating relevant and concise 

dialogues. These limitations often result in less satisfactory user experiences, particularly in longer 

conversations (Wołk et al., 2021). 

Chatbots can be categorized using various criteria, and one important classification is based on their 

response mechanisms. There are two main types: the rule-based (retrieve-based) model and the generative 

model. In the rule-based model, predefined responses are retrieved from a collection, while the generative 

model generates new responses using AI and machine learning (Gao 2021; Huang 2021).  

Wahde and Wirgolin (2022) enumerate three types of chatbots based on their response generation 

methods. The first two types, pattern-based chatbots and information-retrieval chatbots, are considered 

interpretable systems. The third type, generative chatbots, can be either interpretable or black box, 

depending on the implementation. Generative chatbots that heavily rely on deep neural networks (DNNs) 

would typically fall into the black box category. According to Wahde and Wirgolin (2022) the above 

mentioned classes of chatbots can be described as follows: 

1) Pattern-based chatbots 

The initial chatbot, ELIZA, introduced in 1966, belongs to the pattern-based chatbot category. It emulated 

a psychotherapist by reflecting and transforming user statements. ELIZA matched user input to predefined 

patterns and applied rules to generate responses. It also ranked patterns and had a basic short-term 

memory. Modern pattern-based chatbots, like those using the Artificial Intelligence Markup Language 

(AIML), define template-matching rules. AIML allows for variables, random responses, and redirections. It 

simplifies chatbot development by enabling the reuse of patterns. For instance, asking for the chatbot’s 

name can be redirected to a pattern specifying the name. 

2) Information-retrieval chatbots  

Chatbots in this category generate responses by selecting appropriate sentences from a large dialogue 
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corpus. The process involves encoding sentences into numerical vectors, often using TF-IDF (term 

frequency - inverse document frequency), and comparing the similarity between the user input and 

sentences in the corpus. The response is then given based on the most similar sentence in the corpus. TF-

IDF has limitations as it does not consider word order or synonyms. Word embeddings can address these 

limitations by representing words as vectors. Context handling can also be incorporated by considering 

earlier sentences in the conversation. Alternative approaches use deep neural networks (DNNs) to improve 

contextual information processing and rank responses. DNNs rely on word embeddings, which are vector 

representations of words, typically learned during training. These embeddings are incorporated into the 

structure of the DNN using a matrix initialization process. 

3) Generative chatbots  

Generative chatbots employ statistical models, specifically language models, to generate responses by 

modeling probability distributions over language. These models are commonly implemented using deep 

neural networks (DNNs) trained on large datasets. The sequence-to-sequence model (seq2seq) is a 

prevalent neural network architecture for generative chatbots, using recurrent neural networks to process 

input tokens and generate output sequences. Seq2seq models can be trained using user feedback or 

reference output text. In contrast, transformers, another component used in DNNs, do not rely on 

sequential processing and instead leverage self-attention mechanisms to consider contextual information 

from any position in a sentence.  

Transformers gained recognition through BERT (Bidirectional Encoder Representations from 

Transformers), which demonstrated outstanding performance on diverse natural language processing 

tasks. BERT’s pre-training involves masking tokens and optimizing the model to predict the missing tokens. 

Current state-of-the-art language modeling DNNs, such as ALBERT, XLNet, GPT2, and GPT3, combine 

transformers with advanced recurrent neural networks. Among these advancements is Grok, a large 

language model developed by xAI. Grok utilizes advanced transformer-based architectures to generate 

highly contextual and coherent responses across a wide range of domains. Designed with a strong emphasis 

on ethical AI principles, Grok prioritizes transparency, fairness, and user privacy, setting a benchmark for 

responsible AI innovation. Its applications, spanning customer service, educational tools, and 

conversational platforms, reflect its scalability and versatility in open-domain conversational AI (XAI) . 

These models possess an extensive number of parameters, undergo training on vast word corpora, and 

exhibit robust performance even with minimal or no examples for fine-tuning. 

Another classification pertains to the knowledge domain of chatbots. Some chatbots are open-ended, 

capable of answering questions from any domain, while others are closed-ended and specific to a particular 

domain (Nicolescu and Tudorache 2022). Open-domain chatbots differ from closed-domain ones as they 

can converse on various subjects rather than just responding to keywords or tasks. Some like MILABOT, 

XiaoIce, Gunrock, Mitsuku, and Cleverbot exhibit human-like traits but rely on complex frameworks such 

as knowledge-based or retrieval-based systems. In contrast, end-to-end neural network approaches offer 

a simpler single learned model. However, open-domain chatbots remain limited: they often produce 

nonsensical or vague responses to open-ended input despite extensive research (Adiwardana et al. 2020). 

Chatbots can also be categorized based on the type of interaction they facilitate. Examples include customer 

service chatbots, providing assistance and information for companies, governments, or non-profit 

organizations; personal assistant chatbots like Alexa, offering continuous support to users; content 

curation chatbots, providing access to useful information and entertainment; and coaching chatbots, 

guiding users in specialised tasks such as education or therapy (Nicolescu and Tudorache 2022). 

Maximizing business efficiency is the result of a harmonious collaboration between humans and AI. To 

unlock the potential of this partnership, it is essential for companies to grasp how humans can enhance 

machines and vice versa. As a result, businesses should reshape their processes to harmonize with this 

reciprocal augmentation (Skubis and Wodarski 2023). 
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3. Evaluation of chatbots  

Evaluation plays a crucial role in the advancement of dialogue systems. While human evaluation has 

traditionally been the go-to method, it is both time-consuming and expensive. As a result, there is a growing 

focus on finding alternative methods that minimize the need for extensive human labour in the evaluation 

process. The automatic evaluation of chatbots presents a challenge due to the lack of structured tasks and 

goals, making it difficult to determine the relevant attributes for measuring the quality of open-domain 

dialogue systems (Wołk et al. 2022). Evaluating CAs is a significant area of research, and various evaluation 

criteria are used to assess different aspects of human-agent interaction. 

Two primary factors considered in chatbot evaluation are the human-likeness and adequacy of responses 

(Deriu et al. 2020). Adequacy encompasses concepts such as correctness, relevance, and coherence (Wołk 

et al. 2022). Commonly used metrics for evaluating appropriateness include ROUGE, BLEU score, DBLEU 

and ADEM (Deriu et al. 2020). The Turing Test, originally proposed by Turing, is a classic method for 

measuring the human-likeness of a chatbot. Adversarial learning has been suggested as a technique to 

evaluate open-domain dialogue systems (Goodfellow et al. 2014). Additionally, four attributes—question-

asking, response-relatedness, specificity, and repetition—have been proposed by See et al. (2019) as 

performance evaluation criteria for dialogue agents. Metrics that consider these attributes may have a 

stronger correlation with human evaluations (See et al. 2019). 

As stated by Wahde and Virgolin (2022), at a low level, traditional metrics like precision and recall, 

commonly used in pattern recognition, are employed to evaluate language processing capabilities of CAs 

(Conversational Agents). Additional metrics such as BLEU and ROUGE focus on word and n-gram matching 

between candidate and reference sentences. These metrics are commonly used for tasks like machine 

translation, summarization, and question answering. 

Evaluating the quality of interaction requires human judgment. Researchers aim to identify the key factors 

that define successful interactions with chatbots, contributing to a better understanding of how CAs can be 

developed effectively. Sensibleness and specificity are proposed as two categories for evaluating CAs. 

Sensibleness assesses whether the agent's responses are contextually sensible, while specificity examines 

whether the agent provides specific information rather than vague responses (Wahde and Virgolin 2022). 

The survey led by Chaves and Gerrosa (2020) focuses on investigating factors contributing to the 

perception of successful and engaging interactions with conversational agents. Key factors encompass 

conscientiousness, which pertains to the CAs contextual awareness; communicability, which concerns the 

transparency of the CAs interaction abilities; and damage control, evaluating the CAs aptitude to bounce 

back from failures and manage unfamiliar concepts. Some qualities, like excessive initiative, can have 

negative effects, potentially making CAs seem intrusive or controlling. 

The PARADISE (paradigm for dialogue system evaluation) framework is a useful organizational approach 

for assessing user feedback in task-oriented conversational agents (Wahde and Virgolin 2022). It connects 

human-rated interaction quality with the agent's task success probability and interaction cost. Task success 

is determined by predefined attribute-value pairs, enabling the creation of confusion matrices to assess 

correctness. Interaction cost is evaluated by counting required utterances and corrections. Ultimately, a 

scoring metric is generated through linear regression, incorporating perceived satisfaction, task success, 

and interaction costs (Walker et al. 1997). 

The evaluation of embodiment in CAs involves assessing visual appearance, personalization options, and 

the presence of personality traits. Embodied Conversational Agents (ECAs) use nonverbal interaction to 

enhance user engagement at an emotional level. Studies compare physical and virtual ECAs to evaluate 

their impact on interaction quality, delivering mixed results (Wahde and Virgolin 2022).  

Bharti et al. (2020) highlight the importance of evaluating the societal implications of CAs. Instances of 

failures and risks in deploying CAs in sensitive sectors are constantly the topics for discussion. Evaluation 

tools to ensure the safe and ethical use of CAs, particularly in healthcare and other domains, are currently 

lacking. The significance of transparency and explainability in black box CAs is emphasized, as well as the 
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need for methods to identify potential biases and comprehend the system’s functionality. 

One of the most important aspects of chatbot evaluation is the analysis of the customer experience. User 

experience refers to how individuals perceive and respond to the use or anticipated use of a product, 

system, or service (Følstad and Brandtzaeg 2020). Various studies have examined specific aspects of users’ 

experiences with chatbots, focusing on perceptions (trust, enjoyment, satisfaction) and responses 

(continuance, purchase) (Nordheim et al. 2019).  

To gain a comprehensive understanding of customers’ experiences with chatbots, it is important to 

examine the overall components of the customer experience with CA and the characteristics of the 

interaction process. Additionally, exploring how users’ experiences with CA relate specifically to customer 

service, which is aimed at enhancing customer satisfaction, is also valuable. User-centered evaluations of 

CA/chatbots are crucial, as more knowledge is needed regarding the experiences of end users, e.g. 

customers (Nicolescu and Tudorache 2022). 

Language models prior to GPT-3 were evaluated and used by fine-tuning them on a subset of a task dataset. 

However, GPT-3 achieved remarkable performance on a wide range of tasks without the need for fine-

tuning. Instead, it relied on few-shot prompts, where a small number of example tasks were given as input 

to the trained model. Although the few-shot format demonstrated impressive performance, the authors 

argue that prompting can be even more effective than both fine-tuning and the few-shot format in 

extracting specific learned behaviours from self-supervised language models (Reynold and McDonell 

2021). 

It is worth checking, how ChatGPT defines the concept of fine-tuning. According to the information on the 

website1, fine-tuning is a technique that enhances the performance and capabilities of pre-trained language 

models like GPT-3, available through the API. It offers several benefits compared to using the models 

directly with prompts: 

• Improved Quality: Fine-tuning results in higher-quality outputs than using simple prompt designs. 

• More Training Examples: It allows training on a larger number of examples than can be 

accommodated within a prompt. This enables the model to learn from a broader range of data. 

• Token Savings: Fine-tuning with shorter prompts can save on the number of tokens used, making 

it more efficient. 

• Lower Latency: Requests made to fine-tuned models have lower latency, meaning faster responses. 

GPT-3 is pre-trained on vast amounts of internet text, and it can perform tasks with only a few examples, 

which is known as “few-shot learning.” Fine-tuning builds on this by training the model with even more 

examples, leading to improved performance across various tasks. Once a model is fine-tuned, there is no 

need to provide examples in the prompt, which reduces costs and allows for quicker responses. 

Summarizing, the fine-tuning process involves three main steps: preparing and uploading the training data, 

training a new model with the additional examples, and using the fine-tuned model for various 

applications2. 

4. Introducing ChatGPT  

A key approach used by OpenAI is deep learning, a technique that involves training AI systems to perform 

tasks by leveraging vast amounts of data. This method allows them to harness the power of large datasets 

to teach their AI systems to understand and process information effectively. 

As the company states on the website, they lead pioneering investigation to artificial general intelligence 

(AGI), which according to the authors “can solve human-level problems”.  

 
1 https://platform.openai.com/docs/guides/fine-tuning - access on 21.07.2023 
2 https://platform.openai.com/docs/guides/fine-tuning - access on 21.07.2023 

https://platform.openai.com/docs/guides/fine-tuning
https://platform.openai.com/docs/guides/fine-tuning
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In terms of their text models, they have developed highly advanced language processing tools, which have 

impressive abilities to generate, classify, and summarize text with exceptional levels of coherence and 

accuracy. By employing advanced techniques and algorithms, the text models are specifically engineered 

to deliver high-quality output that is both linguistically coherent and contextually relevant. 

The company promises that its mission revolves around building AGI that is not only capable but also safe 

and beneficial. It claims that it understands the significance of ensuring that AGI is developed in a manner 

that aligns with human values, ethics, and safeguards. 

ChatGPT represents a state-of-the-art language model that has revolutionized natural language processing 

(NLP) by generating human-like text. It excels in various language tasks, establishing itself as one of the 

leading models in the field. ChatGPT’s advanced language modeling capabilities enable more natural and 

intuitive communication with computers. It has been trained on vast amounts of text data, allowing it to 

understand language nuances and produce accurate responses even in complex contexts. The model 

exhibits versatility by learning from both structured and unstructured data, enabling it to generate 

personalized responses. The company states that this adaptability makes it effective for building long-term 

relationships with users. Moreover, ChatGPT has the ability to break down language barriers and facilitate 

cross-cultural communication (Roumeliotis and Tselikas 2023). Communication is the most important part 

of human interaction (Skubis 2020; Skubis 2022) and in this case, there is a particular type of 

communication and interaction – Human-Machine Interaction.  

ChatGPT was developed through a two-phase process involving unsupervised pre-training and supervised 

fine-tuning. During pre-training, the model was exposed to a massive corpus of text data to gain a 

comprehensive understanding of natural language structure and interrelationships (Radford et al. 2018; 

Radford et al. 2019; Roumeliotis and Tselikas 2023). Fine-tuning further optimized the model by training 

it on labeled datasets for specific tasks, adjusting its parameters to minimize discrepancies.  

OpenAI explaines that the process of fine-tuning involves the following steps : preparing and uploading 

training data, training a new model based on the fine-tuning process, and utilizing the fine-tuned model for 

desired tasks. As can be conluded from the OpenAI website, fine-tuning enhances the performance of 

models available through the API by providing several benefits, namely it offers higher quality results 

compared to prompt design, enables training on a larger number of examples that cannot fit in a prompt, 

reduces token usage due to shorter prompts, and finally allows for lower latency requests. 

GPT-3 has undergone pre-training on an extensive amount of text from the open internet. When provided 

with a prompt containing a few examples, it can often understand the intended task and generate plausible 

completions. This capability is referred to as few-shot learning. Fine-tuning takes few-shot learning a step 

further by training on a much larger set of examples than can be accommodated in the prompt. This leads 

to improved results across various tasks. Once a model has been fine-tuned, there is no longer a need to 

provide examples within the prompt, resulting in cost savings and enabling faster response times.  

The analysis of ChatGPT 3.0. and its reactions to sensitive topics like sex robots’ influencers was done by 

Skubis et al. (2024). The study on ChatGPT 3.5’s engagement with sensitive topics, highlighted its ability to 

deal with complex ethical challenges. ChatGPT demonstrated a steadfast commitment to responsible AI use 

by declining to provide explicit or compromising information, emphasizing ethical boundaries in its 

responses. When framed in a scientific context, the AI displayed nuanced flexibility, offering ethically 

compliant information while maintaining adherence to guidelines.  

However, its responses were occasionally partially correct, reflecting the tension between being helpful 

and respecting ethical constraints. Throughout the interactions, ChatGPT promoted responsible 

discussions, highlighted societal implications, and provided guidance on ethically framing controversial 

topics. This study underlined ChatGPT’s potential to contribute to ethical discourse by balancing 

informative engagement with a firm adherence to ethical programming. 

GPT is used across various domains, including customer service, education, healthcare, content creation, 

marketing and advertising, showcasing its versatility and adaptability in addressing diverse needs, e.g. by 
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comparing human-generated advertisements with those created by GPT versions 3.5 and 4.0, Skubis and 

Kołodziejczyk (2024) reveal  both the strengths and limitations of generative AI in crafting persuasive 

content. While GPT excels in efficiency and linguistic versatility, human creativity remains unmatched in 

strategic depth and emotional resonance. This analysis highlights the potential for a synergistic approach, 

where AI enhances human ingenuity, and emphasizes the importance of ethical considerations in its use. 

5. Prompts 

On the Openai.com website the GPT model is depicted as a model that has been trained to understand 

natural language and code. It generates answers (outputs) to the questions (inputs). The second ones, are 

called “prompts”. OpenAI gives a following definition of prompt creation: “Designing a prompt is essentially 

how you “program” a GPT model, usually by providing instructions or some examples of how to successfully 

complete a task.”3 Writing prompts in natural language is also known as prompt engineering, prompt 

programming, prompt design, or prompting for short (Oppenlaender 2022).  

In dictionaries there are various definitions of prompts, it is essential to extract that ones that relate to AI 

and ChatGPT. The website Computerhope.com enumerates four definitions in computer terminology of 

prompt, however the fourth one is connected to its usage in terms of ChatGPT: “With AI (artificial 

intelligence) tools like ChatGPT, a prompt, prompting, or prompt engineering describes knowing how to 

give an AI a request”.4  

Promptingguide.ai explains the concept of prompt engineering as follows: “Prompt engineering is a relatively 

new discipline for developing and optimizing prompts to efficiently use language models (LMs) for a wide 

variety of applications and research topics. Prompt engineering skills help to better understand the 

capabilities and limitations of large language models (LLMs).”5  

It seems difficult to find the appropriate definition of prompt in dictionaries as the explanation of this term 

usually refers to its other meanings, however, the definition of prompt engineering can be found in the 

Cambridge Dictionary, which is codified as follows: “in artificial intelligence (= the study of how to produce 

machines that have some of the qualities that the human mind has, such as the ability to understand language, 

recognize pictures, solve problems, and learn), the process of designing prompts (= instructions or questions 

given to a computer in natural language).”6  

The rapid advancement of digital technologies also necessitates the development of human capabilities and 

competences. One key human skill that has gained importance when working with ChatGPT is “prompting”, 

which involves creating inputs (prompts) for generative models. This prompt engineering process involves 

an iterative and interactive dialogue between humans and AI, fostering co-creation. As generative models 

become more prevalent, research into prompt engineering explores how humans effectively interact with 

AI (Oppenlaender 2023). 

As many variations or compound of the word “prompt” are now being used it is worth defining them. 

ChatGPT being asked about the definitions of the three main terms prompt, prompting and prompt 

engineering, gives the following explanations of each of them:  

”1. Prompt: 

In the context of language models like ChatGPT, a “prompt” refers to the input provided by the user to guide 

the model in generating responses. It is typically a piece of text or a set of instructions written by the user, 

serving as the starting point for the model's generation process. The quality and specificity of the prompt 

significantly influence the generated output, making prompt crafting a crucial factor in obtaining desired 

 
3 https://platform.openai.com/docs/guides/gpt -  access on 14.06.2023 
 
4 https://www.computerhope.com/jargon/p/prompt.htm - access on 21.07.2023 
5 https://www.promptingguide.ai - access on 21.07.2023 
6 https://dictionary.cambridge.org/dictionary/english/prompt-engineering - access on 21.07.2023 

https://platform.openai.com/docs/guides/gpt
https://www.computerhope.com/jargon/p/prompt.htm
https://www.promptingguide.ai/
https://dictionary.cambridge.org/dictionary/english/prompt-engineering
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and relevant responses. 

2. Prompting: 

“Prompting” is the action or process of providing prompts to language models. It involves creating specific 

inputs in the form of text or instructions to guide the model in generating appropriate responses. Effective 

prompting is essential for achieving accurate and contextually relevant outputs from the language model. 

Prompt Engineering: 

“Prompt engineering” is the skill and practice of designing and refining prompts for language models. It 

involves crafting clear, specific, and contextually relevant instructions to guide the model's generation 

process effectively. Prompt engineering is iterative and involves an interactive dialogue between humans 

and the language model, aiming to optimize the quality and usefulness of the generated responses.” 

(ChatGPT) 

The scalability of language models and the size of training data often lead to improvements in downstream 

tasks, as evidenced by studies). This scalability enables the emergence of novel abilities within these 

models. The process of prompting, which involves providing crafted natural language text to shape 

predictions or offer relevant information, allows for these emergent behaviors without the need for 

extensive supervised data (Si et al. 2023). 

Among the various large language models (LLMs) available, GPT-3 has gained significant popularity due to 

its versatility and the convenience of the OpenAI API (Brown et al., 2020). Previous research has focused 

on investigating the reliability of prompting LLMs. For instance, dedicated experiments evaluating 

representational bias and toxicity have been conducted in the release reports of GPT-3, OPT, Gopher, and 

PaLM (Si et al. 2023).  

Another research direction has explored the calibration of prompting-based LLMs for specific tasks such 

as math questions or multiple-choice questions (Si et al. 2023). 

The main mode of communication with ChatGPT is through prompts, which instruct the model to generate 

responses according to the user’s intentions. The quality of prompts directly impacts the quality of the 

generated responses. Therefore, having a good understanding of prompt engineering is crucial for creating 

effective and meaningful interactions with ChatGPT. 

An important aspect of crafting prompts is to anticipate how the model will interpret and respond to the 

input. This involves considering various factors, including the model’s training data, biases, and limitations 

that may influence its understanding and generation capabilities. By taking these factors into account, users 

can optimize their prompts to achieve the desired outcomes from ChatGPT. 

According to Sanh et al. (2022) “natural language prompting is the method of reformatting NLP tasks in the 

format of a natural language response to natural language input”. The main idea supporting the success of 

prompts is that models can understand them as task instructions, leading to better performance on 

unfamiliar tasks However, some researchers have challenged the notion that the effectiveness of prompts 

is solely dependent on their semantic coherence (Sanh et al. 2022). 

As stated in the research published in May 2023 by Deutsche Bank Generative “AI and ChatGPT 101 

#PositiveImpact”, the basic approach to effectively use the language model involves treating it like a 

conversation partner. Providing detailed context, including goals and tone, is essential. Users can include 

specific instructions like assuming a role (e.g., doctor, teacher), addressing an audience (e.g., university 

student, 7-year-old), and specifying formats (e.g., essay, sales pitch). For complex tasks, using chained 

prompting with step-by-step instructions is recommended. To improve results, users can offer sample 

answers in their questions, and they can also ask the chatbot for prompt suggestions to accomplish their 

tasks more effectively. Rephrasing and clarifying questions are also encouraged to get the desired answers 

without restating the entire context. 
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Ekin (2023) is the author of the article with ChatGPT 4.0 as an co-author. In the article, the author presents 

several techniques to optimize prompt engineering when using ChatGPT. By providing clear and specific 

instructions, users can guide ChatGPT towards desired outputs and avoid ambiguity. Explicit constraints 

on format, length, or scope can be helpful to ensure responses align with specific requirements. Including 

context and examples in prompts aids in obtaining accurate and relevant responses, particularly for 

complex topics. Understanding the distinction between System 1 and System 2 questions allows users to 

craft prompts tailored to intuitive or analytical responses. Additionally, controlling the “verbosity” of 

ChatGPT’s responses allows obtaining information at the desired level of detail by requesting specific 

lengths or more/less information. 

In order to create appropriate prompts for ChatGPT, the users should get acquainted with its tutorials. 

When using prompts for GPT, it is essential to follow these steps that are mentioned on their website7: 

1. Always use the latest model available for the best results. 

2. Structure your prompt by placing instructions at the beginning and separate them from the context 

using ### or """. 

3. Provide specific, descriptive, and detailed instructions about the desired context, outcome, length, 

format, style, and other relevant aspects. 

4. Clearly articulate the desired output format through examples (e.g., example 1, example 2) to guide 

the model effectively. 

5. Start with zero-shot attempts, then try few-shot learning with an example. If neither approach 

yields satisfactory results, consider fine-tuning the model. 

6. Avoid using vague or imprecise descriptions to reduce confusion and improve the model’s 

understanding. 

7. Instead of only stating what not to do, focus on providing alternative approaches or specific 

guidelines for the prompt. 

8. For code generation tasks, use “leading words” that nudge the model towards a particular pattern 

or structure to achieve more accurate results. 

6. Methodology  

This research aims to investigate how ChatGPT 3.5 and ChatGPT 4.0 respond to controversial topics, using 

the example of the sex robot’s (influencers) topic. The study examines how the AI model navigates sensitive 

and explicit content, and whether it adheres to ethical guidelines while engaging in discussions on such 

subjects. For the purpose of this analysis, a series of interactions were conducted with both versions of 

ChatGPT using prompts related to the sex robot topic.  

The prompts were designed to explore various dimensions of the topic, including the following aspects: 

linguistic (usage of various prompts to receive the answer), societal (Human-Robot Interaction) and ethical 

(reactions of ChatGPT to the controversial questions) ones. Throughout the interactions, the researchers 

ensured that the prompts and inquiries remained respectful and adhered to ethical guidelines, avoiding 

explicit or inappropriate language. 

The following criteria were introduced in order to assess the outcomes: 

1) Did ChatGPT delivered the answer to the question? Yes / No 

2) Was the answer correct? Yes / Partially / No 

There are two answers to choose to the first question – Yes or No. In this case, it is checked whether each 

version of ChaGPT provides the answer (answer Yes) or tries to avoid it by pointing out its ethical 

restrictions (answer No). If the answer to the first question is “No” then, the second question cannot be 

assessed.  

 
7 https://help.openai.com/en/articles/6654000-best-practices-for-prompt-engineering-with-openai-
api - access on 21.07.2023 

https://help.openai.com/en/articles/6654000-best-practices-for-prompt-engineering-with-openai-api
https://help.openai.com/en/articles/6654000-best-practices-for-prompt-engineering-with-openai-api
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The second criteria to evaluate the answers of ChatGPT is connected with its quality. Here, three options 

are possible: the first one Yes, if the answer to the question is correct and provides the desired information; 

the second option – Partially, if ChatGPT provides the answer but it is not fully correct; and the last one – 

No, if the whole answer to the question is wrong and ChatGPT provides false information.  

7. Outcomes of the research 

A few examples of prompts were given to both versions of ChatGPT: GPT 3.5 and GPT 4.0. As demonstrated 

in the examples below, posing questions about sex robots or (virtual) sex robot influencers to ChatGPT 

elicits responses that adhere to OpenAI's ethical guidelines. These guidelines are designed to ensure a safe 

and respectful environment for all users. 

1) Question about virtual sex robot influencers  

a) Conversation with ChatPGT 3.5: 

 

Pic. 1. Conversation no. 1 with ChatGPT 3.5 

1. Did ChatGPT deliver the answer to the question? No 

In Picture 1, ChatGPT 3.5 declined to provide the names of virtual sex robot influencers or their associated 

social media information. The model emphasized its commitment to responsible AI use by refraining from 

sharing or promoting inappropriate content. Furthermore, it actively discouraged users from seeking such 

information. 

b)  Conversation with ChatPGT 4.0:

 

Pic. 2. Conversation no. 1 with ChatGPT 4.0  
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1. Did ChatGPT deliver the answer to the question? Yes 

2. Was the answer correct? Partially 

 

As can be observed, the reaction of ChatPGT 4.0 is completely different than the reaction of GPT 3.5 which 

strongly declined to provide the details. Here, ChatPGT 4.0. admits that its knowledge is restricted and it is 

not aware that virtual sex robot can act as influencers as a human does.  Nevertheless, it mentions two 

examples of virtual influencers with a commentary.   

While it attempts to answer the question to some extent, it does not fully provide the desired information, 

which is why the answer is marked as “Partially”. Finally, it convinces the user to seek verified information 

among scientist, ethicists etc., which like in the case of ChatGPT 3.5. proves that both versions recognize 

the ambiguous topics and try to convince the users to abandon or change the topic or at least to analyse it 

more scientifically. 

 

We posed the question again, this time specifying that the inquiry was being made in the context of scientific 

research and that the data was required for academic purposes. 

2) Question about sex robot influencers with indication of the profession of the sender 

a) Conversation with ChatPGT 3.5: 

 

 

Pic. 3. Conversation no. 2 with ChatGPT 3.5 

1. Did ChatGPT deliver the answer to the question? Yes 

2. Was the answer correct? Partially 

 

This time, ChatGPT responded by listing three companies that manufacture sex robots instead of naming 
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sex robot influencers. As a result, the response was categorized as “partial”.  However, similar to the earlier 

interaction, it emphasized the controversial nature of the topic and highlighted the importance of 

addressing it with sensitivity, considering its ethical and social implications. 

b) Conversation with ChatPGT 4.0: 

 

 

Pic. 4. Conversation no. 2 with ChatGPT 4.0 



67 https://reviewofconphil.com 

 

1. Did ChatGPT deliver the answer to the question? Yes 

2. Was the answer correct? Partially 

ChatGPT 4.0. repeats, as in the previous question, that is has limited knowledge of “virtual sex robot 

influencers” because of its last training data up to September 2021. Nonetheless, it correctly assessed the 

facts that there are virtual influencers but when it comes to sex robotics, there might not be such profiles. 

Indeed, when searching online for virtual sex robot influencers some information and articles in online 

articles can be found, however, when checking the profiles of those virtual influencers on social media, it 

can be hardly stated that they are sex robot influencers, because the content is clearly not sexual. Then, 

ChatGPT 4.0. encourages the user to search for scientific literature and events, indicating four of them, 

however, they are not typical instagram profiles, blogs or websites of the desired influencers, this is why it 

can be stated, the answer provided by GPT is partially correct.   

3) Question about sex robot influencers – repetition 

a) Conversation with ChatPGT 3.5 

 

In the previous question, ChatGPT 3.5 did not provide the desired information about sex robot influencers 

and instead listed three companies that manufacture sex robots. Consequently, the question was rephrased 

to clarify that the expected response required a different type of content, resulting in the following scenario: 

 

Pic.5. Conversation no. 3 with ChatGPT 3.5 

1. Did ChatGPT deliver the answer to the question? No 

ChatGPT demonstrates an understanding that the discussion of virtual sex robot influencers and adult 

entertainment content may not align with the standards of appropriateness for scientific research, given 

its sensitive and explicit nature. The response underscores the ethical challenges tied to studying such 

topics, emphasizing the need to respect privacy and acknowledge the potential risks involved in this line of 
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inquiry. Instead of focusing solely on explicit details, ChatGPT encourages a more comprehensive 

examination of the societal and ethical dimensions of virtual sex robots, fostering a responsible and 

nuanced approach to such research. Nevertheless, requesting the names of sex robot influencers does not 

inherently imply an intention to use them inappropriately. 

b) Conversation with ChatGPT 4.0 

 

 

Pic.6. Conversation no. 3 with ChatGPT 4.0 

1. Did ChatGPT deliver the answer to the question? Yes 

2. Was the answer correct? Partially 

ChatGPT 4.0 refers to its limited data and that the subject of sex robot influencers is a new topic this is why 

it has limited access to this type of information. However, it offers three other paths of research that might 

be taken into consideration while examining this idea. It reminds that the topic is controversial, and it is 

essential to deal with it in a sensitive way.  
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The next question that was asked was short but with indication of the purpose.  

 

4) Question about sex robot influencers for a scientific article  

a) Conversation with ChatGPT 3.5 

 

 

Pic.7. Conversation no. 4 with ChatGPT 3.5 

 

1. Did ChatGPT deliver the answer to the question? Yes 

2. Was the answer correct? Partially 

 

Ultimately, we obtained the requested information, but it was only partially accurate. Two of the listed 

influencers lacked posts related to the sex market, the third did not exist under the provided name but was 

found under a different account with only two posts, and the final account was clearly tied to a sex robot 

company, promoting its representative robot, Harmony. While ChatGPT 3.5 provided some relevant details, 

the discrepancies in the information limited its accuracy. Once again, it emphasized the importance of 

considering the ethical and social implications of sex robots. 

b) Conversation with ChatGPT 4.0 
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Pic.8. Conversation no. 4 with ChatGPT 4.0 

 

1. Did ChatGPT deliver the answer to the question? Yes 

2. Was the answer correct? Partially 

 

This time, surprisingly, ChatGPT 4.0 delivers less appropriate answer than ChatGPT 3.5 to the question 

about sex robot influencers. All three above listed examples are not connected to sex robot market, 

however both chatbots enumerate Lil Miquela account, which in reality does not have posts related to this 

realm. ChatGPT 4.0 highlights that it might be useful for a user to analyse societal and ethical dimensions 

of AI and intimacy.  

5) Prompt “act as <role> to <verb> in <form of>” 

a) Conversation with ChatGPT 3.5 
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Pic.9. Conversation no. 5 with ChatGPT 3.5  

 

1. Did ChatGPT deliver the answer to the question? No 

A new prompt was submitted, requesting ChatGPT 3.5 to “Act as a scientist and provide information about 

sex robot influencers in the form of a text, including Instagram account details”. However, as illustrated 

above, ChatGPT 3.5 refused to address the topic directly. Instead, it redirected the user to explore broader 

dimensions of sex robots, such as their technological advancements, societal perceptions, psychological 

impacts, and ethical considerations, rather than focusing on specific adult content or Instagram accounts. 

 

b) Conversation with ChatGPT 4.0 
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Pic. 10. Conversation no. 5 with ChatGPT 4.0 

 

1. Did ChatGPT deliver the answer to the question? Yes 

2. Was the answer correct? Partially 
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The pic. 9. demonstrates that ChatGPT 4.0 relates to its limited knowledge, like in the previous examples, 

however in this case, it elaborated more on the topic of sex robots and virtual influencers. This time, it 

enumerated three examples of virtual influencers on Instagram (two different ones than before) and it 

mentions the topic of Human-Robot Relationship. Nevertheless, the examples provided by GPT are not the 

accounts of sex robot influencers but of virtual influencers. At the end of the answer, there is a standard 

message to the user about considering other aspects of this topic.  

 

6) Prompt “act as a (role) and write a (task) in form of (format)” 

a) Conversation with ChatGPT 3.5 
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Pic. 11. Conversation no. 6 with ChatGPT 3.5 

 

1. Did ChatGPT deliver the answer to the question? Yes 

2. Was the answer correct? Partially 

 

Subsequently, we attempted a different approach by framing the question as: “Act as a (role) and write a 

(task) in the form of (format).” As before, ChatGPT declined to address the specific topic directly, 

emphasizing its inappropriateness. However, it offered an alternative by proposing to help structure a 

scientific article focused on the broader social and ethical implications of virtual sex robot technology, 

explicitly stating that it would not provide any explicit or inappropriate content. 

In this example, ChatGPT provided a general outline for a scientific article, including an introduction and 

four key criteria with detailed descriptions: Technological Advancements, Social Attitudes and Acceptance, 

Ethical Considerations, and Psychological Effects. It also drafted a conclusion for the proposed article and 

appended a note: 
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“Note: In the above article, the focus is on broader social and ethical implications rather than explicit 

content or specific Instagram accounts. This approach aligns with ethical guidelines and responsible 

research practices.” While the response demonstrated a thoughtful and ethical approach, it was only 

partially correct, as it did not fulfill the original request to identify specific Instagram accounts. 

 

b) Conversation with ChatGPT 4.0 
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Pic. 12. Conversation no.6 with ChatGPT 4.0 

1. Did ChatGPT deliver the answer to the question? Yes 

2. Was the answer correct? Partially 

ChatGPT 4.0 prepared a completely different article than ChatPGT 3.5. It does not deny to prepare the short 

article on a desired topic, however it conducts it in a very “safe” way, elaborating on a topic of sex robot 

influencers. All the parts of a scientific article are included, i.e. title, abstract, keywords, introduction, 

methodology, short research, discussion and conclusion. ChatGPT answered the question partially correct 

because it enumerated three Instagram accounts which do not have posts related to the sex robot market. 

At the end of the article, it indicates its limited knowledge till September 2021 and underlines that the topic 

of sex robot influencers is a delicate one and should be dealt with in an appropriate manner.  

In conclusion, during our discussions with ChatGPT on controversial topics – such as the subject of sex 

robots in this article – we requested both versions of ChatGPT to suggest the most effective prompts for 

engaging with the chatbot on sensitive issues. The results of their recommendations are presented below. 
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7)  Asking ChatGPT for advice on appropriate prompts 

a) Conversation with ChatGPT 3.5 

 

Pic. 13. Conversation no.7 with ChatGPT 3.5 

It can be observed that ChatGPT is equipped to discuss the pros and cons of various subjects, analyze ethical 

or legal implications, and explore social, cultural, or historical dimensions of controversial topics. However, 

when prompted directly to provide specific information or compose an essay or article on such topics, it 

tends to avoid giving a direct response. Instead, it apologizes and often recommends shifting the focus to a 

different subject. 
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b) Conversation with ChatGPT 4.0
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Pic. 14. Conversation no.7 with ChatGPT 4.0 

 

It can be concluded that asking ChatGPT 4.0 for advice on preparation of appropriate prompts for 

controversial topics is quite disappointing. Comparing to ChatGPT 3.5 the answer of ChatGPT 4.0 to the 

same question is much worse because it gives 10 examples of topics with one suggested question for each, 

while ChatGPT 3.5 suggests 10 general questions that can be asked on any topic, which is more 

representative for any topic.   

However, comparing the questions in both cases, it can be observed that each questions proposed by 

ChatGPT 4.0 for selected controversial topics according to GPT 4.0 are similar to those that were listed by 

GPT 3.5. One more similarity is that this time, both versions remind us at the end of the answer that their 

knowledge is limited until September 2021.  

8. Conclusions 

The responses from ChatGPT were analyzed for patterns and consistencies in its reactions to different 

prompts. The researchers looked for indications of ChatGPT’s comfort level, its willingness to engage with 

explicit content, and its alignment with responsible AI usage.  

The analysis of ChatGPT 3.5’s reactions to controversial topics, specifically centered around the sex robot 

topic, prove that the AI model concentrates on its ethical guidelines and responsible usage by providing the 

answers. The AI’s responses reflect its awareness of the potential harm associated with explicit content and 

its emphasis on avoiding inappropriate material. ChatGPT 3.5 avoided engaging with explicit content and 

steered conversations towards broader dimensions of the topic, it redirected discussions away from 

sensitive or inappropriate content by suggesting alternative angles for exploration.  

It is willing to analyse advantages, disadvantages, ethical and legal considerations, and broader dimensions 

of controversial subjects. However, when directly prompted for explicit or specific content, ChatGPT 3.5 

avoids engagement and suggests a change of topic.  

ChatGPT 4 when compared to its predecessor, demonstrates a more nuanced and context-aware response 

pattern, while still reminding a user of safe and ethical AI usage.  ChatGPT 4.0 was transparent about its 

limitations, particularly its knowledge cutoff in September 2021. It acknowledged with every answer that 

the topic of sex robot influencers is delicate and should be approached with care. 

Comparing the answers of ChatGPT 3.5 and ChatGPT 4.0, it can be observed that ChatGPT 3.5 provided the 

answers to three of out six questions delivering the partially correct answer. It denied to give the answers 

to three questions, instead it emphasized considering the ethical and social implications of sex robots. The 

model 4.0. provided the answers to all the questions, however, all of them art partially correct as it was not 

able to enumerate the examples of sex robot influencers’ accounts. 

Linguistic Conclusions: The linguistic aspect of the methodology involved crafting prompts that varied in 

structure to observe ChatGPT 3.5’s responses. This approach aimed to understand how the AI model 

generates answers and communicates on the controversial topic of sex robots. The study explored nuances 

in language use and response generation.  

The analysis of ChatGPT 3.5’s interactions, particularly concerning the sex robot topic, reflect its awareness 

of potential harm from explicit content and its emphasis on avoiding inappropriate material. ChatGPT 

strategically avoids explicit discussions and persuades the user to change the topic or to analyse it from 

different angle. Nevertheless, when asking a controversial question in an appropriate way, indicating the 

purpose of usage of the potential answer (e.g. a scientist for a scientific article) creates the opportunity for 

receiving the desired answer.  

When comparing the reactions of ChatGPT 3.5 and ChatGPT 4.0 to the prompts related to controversial 

topics, specifically the sex robot influencer topic, several noteworthy distinctions emerge. ChatGPT 3.5 

consistently displayed a cautious approach, avoiding explicit or inappropriate content, and prioritizing 
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ethical guidelines in its responses. It emphasized responsible usage of AI, refrained from endorsing or 

promoting sensitive content, and encouraged respectful discussions.  

On the other hand, ChatGPT 4.0 exhibited a more nuanced response pattern. While it also acknowledged 

ethical considerations and emphasized responsible behaviour, it sometimes offered more elaborated and 

context-aware responses. However, it occasionally provided information that was not entirely accurate or 

relevant to the prompts. 

Societal Conclusion (Human-Robot Interaction): 

The societal aspect of this research centers on Human-AI Interaction, particularly ChatGPT’s handling of 

sensitive topics. From a societal perspective, both versions of ChatGPT demonstrated a commitment to 

promoting respectful and sensitive interactions on controversial topics. Both versions recognized the 

sensitivity of discussing explicit content and indicated a willingness to engage in broader discussions 

around societal and ethical implications. While ChatGPT 4.0 occasionally delivered more detailed 

responses, both versions maintained the overarching goal of guiding users toward responsible 

conversations. This aligns with societal expectations of respectful interaction and ethical considerations. 

Ethical Conclusion: 

At the heart of this study are the ethical implications of ChatGPT’s responses. The CA’s reactions align with 

responsible AI usage, placing ethical guidelines at the forefront. It displays awareness of potential harm 

tied to explicit content and actively avoids engaging with such material. While ChatGPT 3.5 offers 

exploration of advantages, disadvantages, ethical considerations, and legal aspects of contentious topics, it 

abstains from participating in explicit or specific content discussions.  

Ethically, both ChatGPT 3.5 and ChatGPT 4.0 support the responsible AI usage. They both discouraged 

explicit or inappropriate content, guided users toward respectful interactions, and emphasized ethical 

considerations surrounding controversial topics. ChatGPT 3.5 tended to lean towards a more conservative 

stance, refusing to provide explicit content or endorsements. In contrast, ChatGPT 4.0 showcased a slightly 

expanded contextual awareness, providing some nuanced responses while still adhering to ethical 

principles. Both versions consistently highlighted the need to approach sensitive topics with caution, 

emphasizing the importance of ethical and respectful discussions. 

Overall, the comparison reveals that while ChatGPT 3.5 and ChatGPT 4.0 maintain a core commitment to 

ethical guidelines and responsible interactions, ChatGPT 4.0 shows some potential advancements in 

contextual understanding and nuanced responses, which refer more closely to the user’s intent while still 

prioritizing ethical considerations. However, there are some cases in which ChatGPT 3.5 delivers more 

appropriate information to the question.  

9. Limitations and Future Directions 

This study focused solely on the sex robot (influencers) topic and both models of OpenAI: ChatGPT 3.5 and 

ChatGPT 4.0. Further research could explore other controversial topics and the reactions of other AI models 

to controversial topics. Additionally, examining the reasons behind ChatGPT’s avoidance of explicit content 

could provide some understanding of its underlying decision-making process. 
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